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Notices and Disclaimers

Performance varies by use, configuration and other factors. Learn more at www.Intel.com/PerformanceIndex.

Performance results are based on testing on certain dates using certain configurations and may not reflect all 
publicly available updates. Reach out to Intel for configuration details.

No product or component can be absolutely secure.

Your costs and results may vary.

Intel technologies may require enabled hardware, software or service activation.

© Intel Corporation. Intel, the Intel logo, and other Intel marks are trademarks of Intel Corporation or its 
subsidiaries. Other names and brands may be claimed as the property of others.
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Infrastructure Processing Unit (IPU)

▪A new class of device in data center

▪ Instead of a standard NIC

▪ Example: Intel® IPU ES2000

▪Advantages and characteristic

▪ Separation of customer workloads

from infrastructure workloads

▪ Programmable HW and SW

▪ Support of storage use cases
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Storage Use Cases for
Infrastructure Processing Unit (IPU)
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From standard NIC to IPU
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by NVMe-oF software stack 

▪ NVMe-oF software stack is in 
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space (SPDK) on the host

▪ IPU
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Bare Metal Cloud
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Virtualized Cloud - NVMe
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VM NVMe ▪NVMe device presented to VMs

▪Virtual Functions attached directly 

to VMs

▪Support for Live Migration!

Bdev Layer
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Virtualized Cloud – Virtio
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VM virtio ▪Virtio device presented to VMs

▪Virtio target used on IPU

▪Virtio-blk abstraction added in 

SPDK 22.05

Bdev Layer
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Advantages of Managing Storage and 
Features on IPU
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The Problem of Scale
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▪Host orchestration

▪Workload and infrastructure 

separation

▪ Feature set evolution on IPU
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Features Moved from Host to IPU
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▪ Interchangable backends

▪ NVMe-oF, iSCSI, more…

▪NVMe-oF multipath and discovery

▪Quality of service
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Target
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Storage Acceleration
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▪Programable HW via SW

▪Custom bdevs

▪Accelerator Framework

▪ Encryption

▪ CRC

▪ Compression
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Target Agnostic Frameworks for Storage 
Infrastructure Programing 

Storage Performance Development Kit (SPDK)
Infrastructure Programmer Development Kit (IPDK)

Open Programmable Infrastructure (OPI)
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Storage Performance Development Kit Architecture

▪ User-space Tools, Libraries, 

Drivers, & Applications

▪ Open Source & BSD Licensed

▪ Optimized for bleeding edge 

storage solutions

Participate/Learn More https://SPDK.io

Services

Partitioning: Logical Volumes, GPT

Host FTL: ZNS

Accelerator Framework: DMA, Crypto, Compression, CRC32C

Caching: OCF

Pooling: RAID-0

Drivers

NVMe: PCIe, RDMA, TCP

virtio: scsi, blk

Accelerators: DSA, Intel® QAT 

Platform: VMD

Target
Protocols

Architecture

Network: NVMe-oF (RDMA, TCP, FC), iSCSI

Virtualization: vhost (scsi, blk), vfio-user

Integrations

Orchestration
Cinder

Kubernetes

Database
RocksDB

SDS
DAOS, Ceph, 

Linstor

Tools
Benchmarking

fio
SPDK perf

Management
nvme-cli
spdk-cli

Diagnostic
spdk_top

Virtualization
Qemu

Analyzers
VTune™

io_uring

Linux AIO

malloc

null

virtio

NVMe Ceph RBD

Block
Providers

Third Party

https://spdk.io/
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Storage Management Agent (SMA)
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SPDK storage 
application
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▪Service running on an IPU 

managing SPDK application

▪ To hide details of any given IPU 

▪Can be adopted to work with 

any orchestration framework

▪Added in SPDK 22.05, supports:

▪ NVMe host interface

▪ Virtio-blk host interface

▪ NVMe-oF volumes

SMA
Orchestration 

framework
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IPDK Overview

IPDK is a 

community-driven 

target agnostic 

framework for 

infrastructure 

programming 

that runs on a 

CPU, IPU, DPU, 

or network switch.

IPDK.io :  Infrastructure Programmer Development Kit

Collaborate with the community on Github & Slack

IPDK 

Targets

Use 

Cases

IaaS PaaS Inline Acceleration

Open 

Community

Compiler

Driven

IPDK Target Abstraction Interface

NETWORK STORAGE CRYPTO FIREWALL,IDS ML/AI 5G/EDGE

IPDK Infrastructure Application Interface

CPU Target IPU Target Switch Target

https://ipdk.io/
http://www.github.com/ipdk-io
http://www.slack.com/ipdk
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OPI overview

▪ Linux Foundation project

▪Motivation

▪ Approach for all devices: DPU, IPU

▪ Drive open standards for new class of cloud native infrastructure 

▪What else

▪ Common programing model for infrastructure devices

▪ OPI sub-groups e.g., OPI API, Use Cases
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OPI, IPDK and storage topics

▪ IPDK 22.07

▪ Recipes how to manage IPU like devices

▪ Refence environment running target, IPU and host in 

containers

▪ Host: virtio-blk device

▪ IPU software: SPDK application with SMA API

▪ Target: NVMe-oF TCP target

▪ OPI (announced June 21, 2022)

▪ OPI API for storage discussion (Slack/GitHub)

Website : https://opiproject.org
GitHub : https://github.com/opiproject
Slack established 

Website : https://ipdk.io
GitHub : https://github.com/ipdk-io
Slack established

https://opiproject.org/
https://github.com/opiproject
https://ipdk.io/
https://github.com/ipdk-io
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OPI, IPDK next steps

IPDK and OPI coexistence

▪ IPDK is official sub-project of OPI
▪ Develop everything under OPI umbrella

▪ Releases
▪ Drive to establish OPI releases

▪ IPDK & OPI releases shall be aligned

▪ API
▪ OPI shall drive the definition of APIs

Storage topics

▪ More use cases
▪ Bare metal, virtualization, containers

▪ NVMe, virtio-blk, …

▪ Orchestration examples
▪ CSI plugins

▪ Recipes
▪ more examples how to manage IPU/DPU 

like devices

▪ API
▪ OPI API, SPDK SMA API

Opportunity:
Just established initiatives to drive open and 
creative software ecosystem for the new class 
of devices like DPU/IPU. 
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Key Takeaways
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What About That Headache

Hardware

▪ IPU/DPU like devices allow to move 

infrastructure software/solutions from host 

cores to IPU cores/hardware

Software

▪ Can we manage IPU/DPU like device in 

common way?

▪ Can we deliver software IPU/DPU that will be 

managed by common software?

▪ Infrastructure software may be easy extendable 

without impacting consumers’ software 

▪ Leverage benefits of SPDK, IPDK/OPI 

▪ Participate/influence these communities!
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Please take a moment to rate this session. 
Your feedback is important to us. 


