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Introduction

Developer in the Azure Files team at Microsoft.
 Focused on improved Linux customer experience with Azure Files.
Contributing to the development and enhancement of the Linux SMB 

client.
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SMB(Server message block) protocol

 File system protocol developed by IBM in 1983
 Latest major version: SMB 3.1.1
Commonly used default port for TCP connections: 445
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Linux kernel SMB Client

 Linux kernel filesystem
Source code located at fs/smb/client
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Debug methods in Linux SMB Client: dmesg

 dmesg
 On unexpected behavior, this should be the first place to check if some error was 

logged
 dmesg with verbose logging
 Can roll over logs very quickly, but can be useful to pin-point the issue
 Enabling extended debug messages on cifs/smb

 echo 'module cifs +p' > /sys/kernel/debug/dynamic_debug/control
 echo 'file fs/cifs/* +p' > /sys/kernel/debug/dynamic_debug/control
 echo 7 > /proc/fs/cifs/cifsFYI

 Disabling extended debug messages on cifs/smb
 echo 0 > /proc/fs/cifs/cifsFYI



6 | ©2024 SNIA. All Rights Reserved. 

Example: Mounting share name which doesn’t exist

mount –t cifs ….
 mount error(2): No such file or directory
 Refer to the mount.cifs(8) manual page (e.g. man mount.cifs) and kernel log 

messages (dmesg)
Error in dmesg:
 CIFS: Attempting to mount //officestorage1.file.core.windows.net/noshare
 CIFS: VFS:  BAD_NETWORK_NAME: 

\\officestorage1.file.core.windows.net\noshare
 CIFS: VFS: cifs_mount failed w/return code = -2

 -2: ENOENT : No such file or directory
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Capturing SMB dynamic trace-points

 Linux SMB client supports ftrace to trace ongoing operations
Easy-to-use tool to capture these tracepoints
 Install trace-cmd
 Start capturing

 trace-cmd record –e cifs
 If required only a specific trace points

 trace-cmd record –e smb3_enter –e smb3_write

 Decode traces:
 trace-cmd report | less
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Example: Mounting share name which doesn’t exist

trace-cmd output:
…
mount.cifs-4015  [006]   174.605404: smb3_enter:                  cifs_get_tcon: xid=27
mount.cifs-4015  [006]   174.605407: smb3_waitff_credits:  conn_id=0x5 server=officestorage1.file.core.windows.net current_mid=5 credits=71 credit_change=-1 in_flight=1
mount.cifs-4015  [006]   174.605407: smb3_cmd_enter:              sid=0x2918028d8000f8d tid=0x0 cmd=3 mid=5
cifsd-4017  [003]   174.663052: smb3_add_credits:     conn_id=0x5 server=officestorage1.file.core.windows.net current_mid=6 credits=104 credit_change=33 in_flight=0
mount.cifs-4015  [006]   174.663081: smb3_cmd_err:                sid=0x2918028d8000f8d tid=0x0 cmd=3 mid=5 status=0xc00000cc rc=-2
mount.cifs-4015  [006]   174.663084: smb3_tcon:            xid=27 sid=0x2918028d8000f8d tid=0x0 unc_name=\\officestorage1.file.core.windows.net\noshare rc=-2
mount.cifs-4015  [006]   174.666003: smb3_exit_err:               cifs_get_tcon: xid=27 rc=-2
mount.cifs-4015  [006]   174.666005: smb3_enter:                  __cifs_put_smb_ses: xid=28
mount.cifs-4015  [003]   174.669898: smb3_waitff_credits:  conn_id=0x5 server=officestorage1.file.core.windows.net current_mid=6 credits=103 credit_change=-1 in_flight=1
mount.cifs-4015  [003]   174.669899: smb3_cmd_enter:              sid=0x2918028d8000f8d tid=0x0 cmd=2 mid=6
cifsd-4017  [003]   174.726930: smb3_add_credits:     conn_id=0x5 server=officestorage1.file.core.windows.net current_mid=7 credits=113 credit_change=10 in_flight=0
mount.cifs-4015  [005]   174.727046: smb3_cmd_done:               sid=0x2918028d8000f8d tid=0x0 cmd=2 mid=6
mount.cifs-4015  [005]   174.727068: smb3_exit_done:              cifs_mount_put_conns: xid=24
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Capturing and extracting SMB wire captures

 tcpdump -i ethX -s0 -w /tmp/cifs-traffic.pcap host 
cifs_server.example.com and port 445
 In some cases, SMB traffic maybe encrypted over the wire. Wireshark 

supports SMB packet decryption with keys
Decrypting SMB traces
 smbinfo keys <path-to-a-file-on-an-smb3-mount>
 Once you get the keys information add keys to wireshark to extract.
 More info: https://wiki.samba.org/index.php/Wireshark_Decryption

https://wiki.samba.org/index.php/Wireshark_Decryption
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Example: Tree connect failure
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Useful commands

Get Linux kernel version
 uname -r

Get kernel smb/cifs client module version
 modinfo cifs | grep '^version'

Get cifs-utils version
 mount.cifs -V

Get list of mounted SMB shares
 mount –t cifs

Get list of TCP connections for SMB port 445
 ss –tn | grep 445
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Finding client OS version from SMB NTLM traces

Get Linux kernel version and CIFS version

Kernel Version 6.5 and CIFS module version 44
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/proc/fs/cifs/DebugData

 Fields:
 CIFS module and SMB 

version
 Features
 Address and Connection ID
 Credits
 Capabilities
 Tree and Session ID
 Status
 MIDs
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/proc/fs/cifs/Stats

Provides statistics of SMB Ops
Gives info about, 
 Request, Errors, Reconnects etc.

Open files on server and client
Useful for perf analysis and 

general debugging
Extended Stats can be enabled 

with compile flag:CIFS_STATS2
 smbiostat uses this as source
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Debugging mount issues

 Connectivity
 Make sure server is online
 Check routing between client and server
 Port 445 connectivity between client and server

 Protocol version mismatch
 Error: mount error(95): Operation not supported
 SMB client and server may be using incompatible protocol versions

 Authentication failures
 Error: mount error(13): Permission denied
 Incorrect username, password etc.

 Share not found
 Error: mount error(2): No such file or directory
 Incorrect share name or path

 Unmount failure
 Error: target is busy
 Open handles to the mount point
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Debugging Open handles

Verify if app is closing the file
Capture strace from an application
 lsof +D /path
 Open FDs at file system level

Check for cat /proc/fs/cifs/open_files
 SMB handles to server
 Eg:

 root@bharathsm-Virtual-Machine:/mnt# cat /proc/fs/cifs/open_files
 # Version:1
 # Format:
 # <tree id> <ses id> <persistent fid> <flags> <count> <pid> <uid> <filename>
 0x5 0x3b16c1960000021 0x431a000f 0x8441 1 150743 0 file.txt
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Capturing all diagnostic data

As you see debug information is scattered at different places.
Capturing these information can be challenging.
Even harder to debug infrequently occurring issues on customer 

systems.

Azure Files Linux team is working on a utility called Always On 
Diagnostics for SMB & NFSv4 Linux clients to capture necessary 
diagnostics by monitoring anomalies.
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Ongoing work on AoD 

 This tool will facilitate collection of necessary logs on SMB and NFSv4 
clients
Daemon to be running as a systemd service
Can be configured to detect anomalies in variety of sources such as an 

error in dmesg logs, SMB debug data, error and latency metrics. This 
can trigger a capture of tcpdump, nfsstat, mountstat etc, along with 
system’s CPU and memory usage.
Easy to use for the customers and developers for collecting debug 

information on field issues which are hard to reproduce.
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How does AoD trace anomalies?

At the heart of capturing anomalies without compromising on perf too 
much are the eBPF tools which are currently under development
Once fully developed, these tools would be pushed into cifs-utils repo
Special mention to Meetakshi and Karthik who played a big role in 

developing these tools
 eBPF tools to detect anomalies:

 smbslower and smbvfsslower
 smbiosnoop and smbvfsiosnoop
 And more
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smb*slower and smb*iosnooper

SMB

VFS

Server

Latency
smb*slower

Errors
smb*iosnoop

smbvfsslower 

smbslower smbiosnoop 

smbvfsslower

SLOWER IO SNOOPER
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What are smbslower and smbvfsslower

 smbslower: traces all SMB operations slower than a threshold (majorly 
measures time spent over the wire).
 smbvfsslower: traces the latency at the VFS layer more than a threshold 

(measures time spent in the SMB VFS callbacks).
 Traces all SMB operations.
Measures the time spent in these operations
Prints details based on the filter(s) user provides
Uses Kernel dynamic tracing with eBPF.
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Use cases: High latency anomalies

 If some of requests/operations are taking long time to complete, then 
we can run “smbslower and smbvfsslower” with threshold value to find 
out operations taking higher than specified value.
We can find the operation which is taking longer time
Once we hit a specified condition we can stop capturing.
Captured logs will provide useful information.



23 | ©2024 SNIA. All Rights Reserved. 

Use case: Demo of slow request tracing with smbslower

 # ./smbslower.py 1
 Tracing SMB operations that are slower than 1 ms.
ENDTIME  TASK  PID  TYPE  LATENCY(ms)  SESSIONID  COMPOUND_RQST ASYNC_RQST TREE_ID/ASYNC_ID
20:35:57 cifsd  36464  SMB2_WRITE  143.997  0x1b80118000065  0  0  5
20:35:57 cifsd  36464  SMB2_WRITE  152.001  0x1b80118000065  0  0  5
20:35:57 cifsd  36464  SMB2_WRITE  154.458  0x1b80118000065  0  0  5
20:35:57 cifsd  36464  SMB2_WRITE  169.024  0x1b80118000065  0  0  5
20:35:57 cifsd  36464  SMB2_WRITE  165.800  0x1b80118000065  0  0  5
20:35:57 cifsd  36464  SMB2_WRITE  176.944  0x1b80118000065  0  0        5
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What are smbiosnoop and smbvfsiosnoop

 smbiosnoop: Traces all SMB operations and tracks their return codes at 
SMB client.
 smbvfsiosnoop: Traces all SMB operations at VFS layer and tracks their 

return codes at VFS layer.

TASK                 PID     TYPE       FUNCTION                  RETVAL     ARGS
bash                 1144    FILE   cifs_open                 0          inode=13835076472101928960|oplock=0|dname=file.txt
bash                 1144    FILE   cifs_flush                  0          inode=13835076472101928960|oplock=0|dname=file.txt
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Use cases: Operations failing with IO errors

 If operation is failing with an errors, we can use smbiosnoop and 
smbvfsiosnoop, to find the errors for a specified operation
While debugging specific errors we can specify the operation and stop 

the trace automatically when issues occurs.  
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cifs.upcall

 cifs.upcall needs to be called from the kernel via the request-key callout 
program.
 The current cifs.upcall program handles two different key types:
 cifs.spnego
 This keytype is for retrieving kerberos session keys

 dns_resolver
 This key type is for resolving hostnames into IP addresses

 request-key.conf
 create      dns_resolver   * * /usr/sbin/cifs.upcall %k
 create      cifs.spnego    * * /usr/sbin/cifs.upcall %k

https://linux.die.net/man/5/request-key.conf
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Debugging Kerberos failures

Get the TGT before you mount.
While mounting share cifs.upcall will get the service ticket using TGT.
 To get details of TGT and service tickets
 klist

 Look at cifs.upcall system logs to understand failures(more detail in ref)
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Thank you
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