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Computational Storage
Let’s start with the devices…
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Computational Storage? 

Erik Riedel’s
Ph.D. Dissertation 1999:

Active Disks – 
Remote Execution for 
Network-Attached Storage

Why didn’t it take off?
How we can put it to work.
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Computational Storage… through the years
Late 90s-Early 2000s

Initial Concepts & 
Research Initiatives
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Host-level Approach
Applications, with limitations
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How storage protects data

Erasure Coding:

Designed way back… Then:
(logic was expensive, interconnect was relatively cheap
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Data reliably placed in storage: First 4 devices shown…

Simple Table:

#1

#3

#2

#4

Supports data protection algorithms designed for HDD!

Bytes of data divided evenly across SSDs!

   Data protection and streaming performance!

Talk this afternoon!
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Data reliably placed in storage: First 4 devices shown…

Simple Table:

Bytes of data divided evenly across SSDs!

   Data protection and streaming performance!

#1

#3

#2

#4

HDD-centric RAID/Erasure Coding prevent in-storage analytics
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Is Big Data just doomed to be SLOW?
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Systems-level Approach
Fast & Efficient Distributed Analytical Processing 
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Took Occam’s Razor to the Gordian’s Knot of in-place analytics
Computational Storage Service
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Divide (transparently) to conquer common analytical needs

AirMettle
• Data file formats unchanged
• Each internal component can be 

processed separately in parallel in 
storage

• Overhead is typically <0.2%

AirMettle internal metadata enables parallel in-storage analytics

Not to scale!
Meta-data typically
 <0.1% of data

internal metadata

Object’s own

metadata
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Components are not fixed sized: fixed via smarter Erasure Coding

Erasure coding 
For non-uniform 
data segments
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• Search for key-words
- Gather statistics of  usage
- Extract text if  required for further analysis

• Scan historical data to diagnose current events
- Determine how many records might be relevant 

before retrieving any

Accelerated analytics of classic tabular data (S3 Select API)
Natural Language Processing Security Information & Event Management
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• Search for key-words
- Gather statistics of  usage
- Extract text if  required for further analysis

• Scan historical data to diagnose current events
- Determine how many records might be relevant 

before retrieving any

Accelerated analytics of classic tabular data (S3 Select API)
Natural Language Processing Security Information & Event Management

Under a minute vs. 1 hour 45min

Star Schema Benchmark 
Utilized 223 Select queries to Object Storage:

Validated with                &

Unprecedented speed of analysis: Directly from storage

X faster

No data warehouse required
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AirMettle Accelerates

S3 Select API 
enables comparison vs. 
major cloud’s object storage

Star Schema Benchmark, Scale Factor 1 with 1 object per table

5x Acceleration on Complete Queries, 
 today… just by using a different storage 
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AirMettle: SQL needed for ad-hoc analysis of large objects
well beyond “S3 Select”, and with superior APIs to access it: 

SELECT
    TO_STRING(event_ts, 'yyyy-MM-dd HH24:mi') AS interval,
    COUNT(*) AS event_count,
    AVG(CAST(event_dur AS INT)) AS avg_event_duration,
    STDDEV_SAMP(CAST(event_dur AS INT)) AS event_duration_stddev
FROM
    events
WHERE
    flgs LIKE 'C__'
    AND REGEXP_CONTAINS(args, 'JY.')
    AND event_ts BETWEEN TO_TIMESTAMP('2000-01-01 00') AND TO_TIMESTAMP('2000-01-01 01')
GROUP BY
    interval;

E.g., Security Information & Event Management 
Collects sample measurements with certain flags and arguments and groups them by minute. 
Returns the number of samples, average duration, and standard deviation of duration for each group.

Ad hoc
Fully parallel

In-place

• Data organization:  GROUP BY
• Aggregates within groups!

• Data characterization:  STDDEV_SAMP
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Device-level Processing?
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But what about the SSD?!?!?
How do we go from This:
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But what about the SSD?!?!?
How do we go from This:                              to This:
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APPLICATIONS Example Target Customers

Security Information & Event Management &

Network Operations Management

Weather/climate

Semiconductor manufacturing

Real-time Analytics (Security, e-commerce)
Massive Multi-player On-line Games (MMOG)

Target Use Cases: For whom

Significant amount of Flash used in Public Cloud 
“object / Blob” storage is Array-based data formats



27 | ©2024 SNIA. All Rights Reserved. 

APPLICATIONS Select Multi-dimensional Select

Security Information & Event Management &

Network Operations Management
✓

Weather/climate ✓

Semiconductor manufacturing ✓
Real-time Analytics (Security, e-commerce)
Massive Multi-player On-line Games (MMOG) ✓

Target Use Cases: Analytics à which we CAN address
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• There many public data formats, which are complex & evolving

Challenge: Array based data formats

netCDF4 /           5
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Cram a modern processor & OS 
Into a hard real-time embedded controller?

Seemingly 
unbounded complexity

Complex terrain
(data formats)

Branches
(prediction, memory management) 

Are HARD
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Henry Youngman’s classic
The Patient says,
“Doctor, it hurts when I do this.”

“Then don’t do that.”
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New Paradigm: CHECK & FETCH
User commands, NO administrative, NO Branches

Patent

pending

“Inspection process”
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MASSIVELY Parallelizable: choice up to controller

controller

How wide? 4KB feasible on controller..
20GB/s 

4KB
= 5MHz
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SELECT
    lo_custkey,
    lo_orderdate,
    lo_partkey,
    lo_revenue,
    lo_suppkey,
    lo_supplycost
FROM
    s3Object
WHERE
    (lo_quantity BETWEEN 11 AND 20)
    AND (lo_orderdate <= 20210116);

• Retrieve required columns
• ~MB per column

• Process Data in CPU
• <0.1% for many queries!

NVMe

SELECT
Today
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• Extract only desired data
• 99%+ reduction of data to host!

Today

NVMe
NVMe

With CHECK-FETCHSELECT
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AirMettle's methodology for enabling in-device analytical offloads 
can be implemented in both the firmware and the hardware of our 
commercial enterprise SSDs.

- Sebastien Jean , CTO
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Please take a moment to rate this session. 
Your feedback is important to us. 


